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Neuro-inspired Architecture [2]
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Resistance random access memory

1T1R structure
Multiply and accumulate 

CNN inference [4] 

Binary DNN inference [5] 

Neural network training [6]
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Introduction

current-mode sensing amplifier

Conventional CSA
(SRAM, binary nvRAM)

Analog-to-digital converter

(Multi-value nvRAM)



Preliminary

1T1R architecture with decoders, drivers and CSAs

A smaller array size will ensure ReRAM device operation voltage does 
not exceed the limit voltage range of the CMOS technology node



Preliminary

Different topology for CIM

Used in combination with ADC/DAC Used in combination with CSA 



Preliminary

CNN acceleration

Data reuse

LSTM acceleration

Require：more memory bandwidth
Performance：restricted by memory 
performance



Architecture and circuits

Macro

Overall structure

TIMIT test set

Weight trained online

LSTM output for 
accuracy evaluation 



Architecture and circuits

Software 
(float point)

Accuracy evaluation

TIMIT test set
98.7%

ReRAM-based Macro

Taylor fitting for Tanh

Quantification for 
weight and activation

TIMIT test set
93.1%



Architecture and circuits

Overall ReRAM-based architecture

Total storage capacity: 128Kb

Subarray size: 256×32



Architecture and circuits

Decoder with extenders

CIM mode function table



Architecture and circuits

A computation example based on CIM operation

Basic formula: 3*10 + 6*2 = 42
CIM formula: 20*10 + 21*(10+2) + 22*2 + 23*0 = 42



Two-bit CSA

Read current analysis with ReRAM device dispersion

The read current fluctuation of low resistance state device at 72K ohms is 22.9%
The read current fluctuation of high resistance state device at 530K ohm will reach 43.7% [17]

More than two cells select on



Two-bit CSA

Sensing circuit of 2b-CSA

2b-CSA output coding scheme



Layout and simulation

Layout design and area comparison between 2b-CSA with traditional CSA



Layout and simulation

ReRAM-based CIM function simulation

First CIM cycle: (1,1) dot product (1,1), and simulation result is (1,1)
Second CIM cycle: (1,1) dot product (0,0), the result of the simulation is (0,0)



Layout and simulation

Power&Area&Throughput&Energy per bit analysis



Conclusion

 We consider the dispersion of ReRAM devices and realize the bit-vector 
matrix multiplication in the two-row mode, propose a ReRAM-based CIM 
architecture, including the decoder with extenders and 2b-CSA

 Compared with 1b-CSA, 2b-CSA in this work improves throughput, 
dramatically reduces operating energy consumption per bit and access 
time with a minor increase in power consumption and area
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